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@ FinStoch is the category with finite sets as objects and
stochastic matrices as morphisms.

o FinSet — FinStoch.

@ Since FinStoch consists of “modified functions” we look for a
monad D on FinSet such that FinStoch ~ /(D).

@ Rows summing to 1 indicates D(X) consists of nonnegative
real functions on X that sum to 1.

e If | X| > 2, D(X) is infinite, so it has to be defined on Set.
Then FinStoch < /(D) is the full subcategory on finite
sets.

@ We cannot handle probabilities such as sequences of
independent coin flips on 21 or Lebesgue measure on [0, 1]
this way. We need a different category to play the role of Set.
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Compact Hausdorff spaces and C*-algebras

o First attempt: 2 and [0, 1] are examples of compact
Hausdorff spaces.

@ Why concentrate on them? They have a good duality theory.

e If X is compact Hausdorff space C(X) = Top(X,C) is a
(commutative unital) C*-algebra.

@ A unital C*-algebra is an internal *-monoid in Bany with the
(nontrivial) extra condition that ||a*a|| = ||a||?.

@ But the important part is C : CHaus — CC*Alg®® is an
equivalence, where morphisms in CC*Alg®? are unital
*-homomorphisms. (Gel'fand Duality).

@ Spec : CC*Alg®® — CHaus is the inverse where
Spec(A) = CC*Alg(A, C).
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Positive Unital Maps

e C*-algebras have a positive cone, on C(X) it is the set of
functions with values in [0, 00) C C.

@ A positive unital map is a linear map that preserves the
positive cone (equivalent to monotonicity w.r.t. the order)
and unit.

@ CC*Algpy; has positive unital maps as morphisms, CC*Alg is
a subcategory.

@ The state space S(A) = CC*Algpy (A, C).
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The Radon Monad

e R(X)=S8(C(X)) =CCAIgpy(C(X),C) is a compact
Hausdorff space (the space of Radon probability measures). It
is a monad on CHaus.

e Example: On [0, 1] define ¢ : C([0,1]) —» C

6(a) = /O () dx

@ The Riesz representation theorem puts regular probability
measures on X in bijection with elements ¢ € R(X).

o KCU(R) is like (D) but with continuity.
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Probabilistic Gel'fand Duality

@ We can extend C to a functor Cpy : K¢(R) — CC*Algpy;.
@ On f: X — R(Y) we define Cpy(f): C(Y) — C(X) by

i.e. swapping the arguments of a curried function.

e Cpy is an equivalence. [FJ15]
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Probabilistic Gel'fand Duality |l

KU(R) - CCAIg,

FRHGR Hcos

CHaus — CC*Alg°P,

CCAlgpy; is therefore the coKleisli category of a comonad on
CC*Alg.
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Conditional Probability Maps for D

Given a finite set X and ¢ € D(X), and a function ) : X — Y we
can define a function e : Y — D(X)

e()(x) = P(X = x| Y = y) = X =XV =Y)

P(Y =y)
V() = ]
> o(x)
x'eY~Hy)

(where X' : X — X is the identity function)
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Conditional Probability Maps in General

This conditional probability map satisfies two properties:
©Q c is a “probabilistic section” of V:

Y ~$- X Y —>D(X)
i:y\“\ éFD(y) k lD(y)
Y D(Y)

(or e(y) is supported on Y 1(y))
@ ¢ is mapped back to itself by the maps the other way

1 1 D(X)
qﬁé ge qbl TMXOD(e)

(marginal probability and conditional probability reproduce
joint probability)



@ We can use this to define what a conditional probability map
in CL(R) should be.

@ But there are surjective maps with no probabilistic section,
e.g. the binary digits map 2 — [0, 1].
@ We might try using the Giry monad G on measurable spaces.

But even on standard Borel spaces there are surjective maps
with no probabilistic section.

@ A modification of this notion where we only require a
probabilistic section “almost everywhere” exists for standard
Borel spaces and is known as a regular conditional probability.

How about working in a category of measure spaces that ignores
null sets to begin with?
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Approach

@ When trying to make this work, it helps to use probabilistic
Gel’fand duality.

@ Under probabilistic Gel'fand duality, a conditional probability
map corresponds to the notion of a conditional expectation
from operator algebra [Tom57, Tak72].

@ This is not a coincidence (but no Kleisli categories were used
in defining it originally).

@ We need the measure theoretic analogue of C, which is L*°.
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L> the W*-algebra

Let (X, v) be a probability space:

@ L>°(X,v) is the space of bounded measurable functions
modulo equality v-almost everywhere. It is a commutative
C*-algebra.

o L[1(X,v) is the space of (absolutely) v-integrable functions
modulo equality v-a.e.

@ The pairing (-,-) : L°(X,v) x L}(X,v) — C defined by
integration

<a,¢>:/xa<bdu

defines an isometry L°°(X,v) — L1(X,v)*. This makes
L>°(X,v) a commutative W*-algebra, L1(X,v) is the predual.

@ In fact we cannot stay confined to probability spaces, but we
cannot be too general because L°(X,v) 2 LY(X,v) for all
measure spaces.
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Gel'fand Duality for W*-algebras

@ The objects of Meas are compact complete strictly localizable
measure spaces, the morphisms equivalence classes of
nullset-reflecting measurable maps.

@ This class of measure spaces was singled out by Fremlin in
[Fre02] for duality (between measure spaces and a full
subcategory of complete Boolean algebras).

e CW*Alg is a non-full subcategory of CC*Alg — the morphisms
are normal *-homomorphisms, which are maps that are
equivalently weak-* continuous or Scott continuous.

@ [°>°: Meas — CW"AIg®? is an equivalence.
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Gel'fand Duality for W*-algebras ||

@ An inverse to L™ is given by Spec : CW*Alg®® — Meas
(hyperstonean spaces).

@ Every object of Meas is isomorphic to
[T vas)
iel
for some family of cardinals (k;);c; (Maharam's theorem).
@ Reference for W*-algebra Gel'fand duality: [Pav22].
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A Monad for Conditional Expectations?

o By analogy to C*-algebras, the probabilistic category of
W*-algebras is CW*Algpy (normal positive unital maps).

@ Nonexistence problems are over: Conditional expectations
exist in CW*Algpy for L>°(f) if f is between probability
spaces.

@ We want a monad T on Meas whose Kleisli category is
equivalent to CW*Algpy°®. We can use W*-Gel'fand duality
to work on the W*-side first.

@ So show that CW*Alg — CW*Algpy has a left adjoint F
such that the comparison functor for the coKleisli category of
the comonad is an equivalence.

Robert Furber A Probability Monad on Measure Spaces



Double Duals

@ The forgetful functor CW*Algpy — CC*Algpy; has a left
adjoint, the enveloping W*-algebra. For A € CC*Alg it is the
double dual A**. This also produces a left adjoint to
CW*Alg — CC*Alg.

@ Observe:

CWAlgpy(A™, B) 2 CC*Algpy (A, B) = CC*Alg(C(S(A)), B)
~ CW*AIg(C(S(A))™, B).

o It must be that F(A™) = C(S(A))**.
@ Not all W*-algebras are double duals!
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Defining F

CW*Alg is monadic over CC*Alg, i.e. CW*Alg ~ EM(-*).

@ Therefore

€ pAx*
€
Arr — A** A A
%

is a coequalizer (the canonical presentation of A).

@ This coequalizer is preserved by the inclusion
CW+Alg — CW*Algpy.

@ Since left adjoints preserve colimits and CW*Alg is
cocomplete, this allows us to define
F : CW*Algpy — CW*Alg.

@ The coKleisli comparison functor is an equivalence with
CW*Algpy because CW*Algpy and CW*Alg have the same
objects. [Wesl7, Theorem 9]
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Main Result

There is a monad T on Meas such that K/(T) ~ CW*Algpy.

@ It seems the simplest way to realize T(X) is to take the
Gel'fand spectrum of F(L>°(X)).
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Final Remarks

@ For a countable set X
T(X) = ([07 1]7 P([Ov 1])7 Vd)+([07 1]2a P([O7 1])®BO/([_\071])> Vd®VL)

where vy is the counting measure and v, the Lebesgue
measure.

@ The need to use non-probabilistic spaces is analogous to the
need to use Set instead of FinSet to define D.

@ We only have that Meas(1, T (X)) corresponds to the density
functions on X, not that T(X) does.

e It should be that K¢(T) and CW*Algpy°P are Markov
categories in the sense of [Fri20] (work in progress).
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